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Background

o Language model: given an sequence of length n, it assigns a
probability p (z1,x2,z3,...,2,) to the whole sequence. The
probability of standard LM can be decomposed as
p(r1,22,...,xn) = [[1o, p (ze|z1,. . 2em1).

o Sequence to sequence (seq2seq) learning: given an input sequence
1, T2, ..., L, and an output sequence y1, Y9, ..., Yn, the objective
of seq2seq learning is to maximize the likelihood
P(Yns Yn—1, -y Y1]21, T2, ..., Tpy). Common seq2seq methods
decompose this objective as p (Yn, Yn—1, - - -, Y1|T1, T2, - -, Tm) =
Il e (Welye—1s - sy @1, @2, ooy ).
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Pre-BERT Era

Semi-supervised Sequence Learning

context2vec: Learning Generic Context Embedding with
Bidirectional LSTM

Pre-trained seq2seq: Unsupervised Pretraining for Sequence to
Sequence Learning

ELMo: Deep contextualized word representations

OpenAl GPT: Improving Language Understanding by Generative
Pre-Training
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Semi-supervised Sequence Learning?

o This paper presents two approaches that use unlabeled data to
improve sequence learning with recurrent networks.

o One is to predict what comes next in a sequence, which is a
conventional language model.

o The other is to use a sequence autoencoder, which reads the input
sequence into a vector and predicts the input sequence again.

o These two methods can be used as a “pretraining” step for a later
supervised sequence learning algorithm.

!Dai, Andrew M., and Quoc V. Le. " Semi-supervised sequence learning.”

Advances in neural information processing systems. 2015.
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Semi-supervised Sequence Learning (cont.)

o The sequence autoencoder is inspired by seq2seq, except that it is
an unsupervised learning model. The objective is to reconstruct
the input sequence itself.

w X Y z <eos>

W X Y z <eos> w X Y z

o The weights obtained from the sequence autoencoder can be used
as an initialization of downstream LSTM networks.
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context2vec!

o context2vec is an unsupervised model for efficiently learning a
generic context embedding function from large corpora, using
bidirectional LSTM. The architecture is based on word2vec's
CBOW but replaces its context modeling with LSTM.

target word
embeddings

sentential
context
embeddings

John [ submitted ] a paper submitted

"Melamud, Oren, Jacob Goldberger, and Ido Dagan. " context2vec: Learning
generic context embedding with bidirectional Istm.” CoNLL 2016.
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Pre-trained Seq2seq’

o This work presents a general unsupervised learning method to
improve the accuracy of seq2seq models.

o The weights of a seq2seq model are initialized with the pretrained
weights of two language models and then fine-tuned with labeled
data.

o All parameters in a shaded box are pretrained from language
models.

Y % <EOS>

| |

w X
Second RNN Layer

First RNN Layer
Embedding
| | | | ! I ] I

T T T T
A B C <EOS> w X Y z

Softmax

!Ramachandran, Prajit, Peter J. Liu, and Quoc V. Le. " Unsupervised pretraining
for sequence to sequence learning.” arXiv preprint arXiv:1611.02683 (2016).
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ELMo?

o ELMo introduces a new type of deep contextualized word
presentation, which are functions of the internal states of a deep
bidirectional language model (biLM).

o ELMo uses the concatenation of independently trained left-to-right
and right-to-left LSTMs to generate features for downstream
tasks.

!Peters, Matthew E., et al. " Deep contextualized word representations.” arXiv
preprint arXiv:1802.05365 (2018).
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ELMo (cont.)

o ELMo formulation jointly maximizes the log likelihood of the
forward and backward directions:

ZQ; (logp (tk-|t1, ey tho1304, O 5T, 95)

«— (1)
+logp (tklthrla ooy tN3 Oz, O Lo, 95)>

where ©, and O, are the parameters of token representation and
softmax layer.

o ELMo Results

INCREASE
TASK PREVIOUS SOTA ;):S:LINE g‘;‘s&;‘: (ABSOLUTE/

RELATIVE)
SQuAD | Liu et al. (2017) 844 || 81.1 85.8 47124.9%
SNLI Chen et al. (2017) 88.6 || 88.0 88.7+0.17 0.7/5.8%
SRL Heetal. (2017) 81.7 || 81.4 84.6 32/172%
Coref Lee et al. (2017) 67.2 || 67.2 70.4 32/9.8%
NER Peters et al. (2017) 91.93 £0.19 || 90.15 9222 +0.10 2.06/21%
SST-5 McCann et al. (2017) 53.7 || 51.4 547+ 0.5 33/6.8%
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OpenAl GPT!

o OpenAl GPT uses generative pre-training of a language model on
a diverse corpus of unlabeled text, followed by discriminative
fine-tuning on each specific task.

o OpenAl GPT uses a left-to-right Transformer.

promaion | Claater | Classification [ st | Text |Ex(uct‘}-<Trans10rmer
~
Entailment [ St | Premise | Deim | Hypothesis | Eman‘:|—-| Transformer

st | Texti | peim | Text2 ‘Exlra:lﬂ-—ITvansfmmer

Similarity

-]

[sen [ extz_ [ oem [ Texit \E,.m.:.\}qn.-,nsfn.mer

[san [ context [ peim | Answer1 | exvact \}-[ Transformer

Self Attention
Multiple Choice [ siat | Context | oeim | Answer2 jExlracl‘}.l
Text & Posiion Embed [san [ context | peim | Answern [Emaa‘}.|

!Radford, Alec, et al. "Improving language understanding by generative
pre-training.” URL https://s3-us-west-2. amazonaws.
com/openai-assets/researchcovers/languageunsupervised /language understanding
paper. pdf (2018).
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OpenAl (cont.)

o GPT uses a standard language modeling for pre-training

ZlogP(uHui,k,...,ui,lg@) (2)
where P is modeled using a multi-layer Transformer
ho = UW, + W,
h; = transformer_block (h;—1) Vi € [1,n] 3)

P(u) = softmax (hn WET)
where W, is the token embedding and W), is the position

embedding.
o Results on GLUE

Method Classification  Semantic Similarity = GLUE
CoLA SST2 MRPC STSB QQP
(me)  (acc)  (F1) (po)  (F1)

Sparse byte mLSTM [16] - 93.2 - - -

TF-KLD [23] - - 86.0 -

ECNU (mixed ensemble) [60] - - - 81.0

Single-task BILSTM + ELMo + Attn [64] 350  90.2 80.2 555  66.1 64.8
Multi-task BiLSTM + ELMo + Attn [64] 189 916 835 72.8 633 68.9

Finetuned Transformer LM (ours) 454 913 823 82.0 703 72.8
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BERT!

o BERT is designed to pre-train deep bidirectional representations
from unlabeled text by jointly conditioning on both left and right
context in all layers.

o The pre-trained BERT model can be fine-tuned with just one

additional output layer to create state-of-the-art models for a wide
range of tasks. range of tasks

BERT (Qurs) OpenAl GPT ELMo

(o oe e, i | G e e =i
bt f f

Bl ~Co, =i >
—

!Devlin, Jacob, et al. "Bert: Pre-training of deep bidirectional transformers for
language understanding.” arXiv preprint arXiv:1810.04805 (2018).
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BERT (cont.)

o Overall pre-training and fine-tuning procedures for BERT.

o BERT uses two unsupervised tasks: masked language model
(MLM) and next sentence prediction (NSP).

Ksp Mask LM Mask LM NLI /NER /SQuAD

® « *

e -
BERT

@

Masked Sentence A Masked Sentence B

StarvEnd Span

) -

BERT

C—r L L] T

Question Paragraph
-« o

Uniabeled Sentence A and B Pair Question Answer Pair

Pre-training Fine-Tuning
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o Results on GLUE

BERT Results

System MNLI-(m/mm) QQP QNLI SST:2 CoLA STS-B MRPC RTE  Average
392k 363k 108k 67k 8.5k 5.7k 35k 2.5k -
Pre-OpenAl SOTA 80.6/80.1 66.1 823 932 350 81.0 860 617 74.0
BiLSTM+ELMo+Attn  76.4/76.1 648 798 904 360 733 849 568 710
OpenAI GPT 82.1/81.4 703 874 913 454 80.0 823 56.0 75.1
BERTpase 84.6/83.4 712 905 935 521 85.8 889  66.4 79.6
BERT arce: 86.7/85.9 721 927 949 605 86.5 893 701 $2.1
o Results on SQUAD
System Dev Test
EM Fl EM Fl System Dev Test
EM F1 EM Fl
Top Leaderboard Systems (Dec 10th, 2018)
?l‘“é‘a“ — - gg’g g}% Top Leaderboard Systems (Dec 10th, 2018)
nsembole - ninel - - . .
#2 Ensemble - QANet - - 845905  Human 86.3 89.0 869 89.5
- #1 Single - MIR-MRC (F-Net) - - 748 780
Published #2 Single - nlnet - - 742 771
BiDAF+ELMo (Single) - 856 - 858 & : :
R.M. Reader (Ensemble) 81.2 879 82.3 885 Published
Ours
unet (Ensemble) - - 714 749
BERTg s (Single) 80.8 885 - 5
BERT, axc (Single) 841 909 - SLQA+ (Single) - 714 744
BERTarce (Ensemble) 858 91.8 - - o
BERTyarce (Sgl-+TriviaQA) 84.2 911 85.1 91.8 X urs
BERTvarcE (Ens.+TriviaQA) 86.2 92.2 87.4 932 BERTarGE (Single) 78.7 819 80.0 83.1

(a) SQuAD 1.1

(b) SQUAD 2.0
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Post-BERT Era

RoBERTa (2019)

XLNet (2019)

ERNIE (Tsinghua) (2019)
ERINE (Baidu) (2019)
ALBERT (2019)
ELECTRA (2020)
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RoBERTa!

o RoBERTa: A Robustly Optimized BERT Pretraining Approach

o RoBERTa finds that BERT is under-trained due to
hyperparameters and training set.

o BERT can be improved by:

longer inputs (only full length sentence)

larger batch size and learning rate

larger dataset

No next sentence prediction

Dynamic masking

© 06 06 © o

'Lju, Yinhan, et al. "Roberta: A robustly optimized bert pretraining approach.”

arXiv preprint arXiv:1907.11692 (2019).
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RoBERTa Results
o Results on SQuAD

SQuAD 1.1  SQuAD 2.0

Model EM Fl EM Fl

Single models on dev, w/o data augmentation
BERT arce  84.1 909 790 81.8
XLNet arae 89.0 945 86.1 88.8
RoBERTa 889 946 86.5 89.4

Single models on test (as of July 25, 2019)

XLNet; xrce 86.31  89.17
ROBERTa 868  89.8
XLNet + SG-Net Verifier ~ 87.07  89.91

o Results on GLUE

MNLI QNLI QQP RTE SST MRPC CoLA STS WNLI Avg
Single-task single models on dev
BERT arcE 86.6/- 923 913 704 932 88.0 60.6  90.0 - -
XLNetyagce  89.8/- 939 918 838 956 892 63.6 918 - -
RoBERTa 90.2/90.2 947 922 866 964 909 68.0 924 913 -
Ensembles on test (from leaderboard as of July 25, 2019)
ALICE 882/87.9 957 90.7 835 952 926 686 91.1 808 863
MT-DNN 87.9/874 960 899 863 965 927 684 91.1 890 876
XLNet 90.2/89.8 986 903 863 968 930 678 916 904 884
RoBERTa 90.8/90.2 989 902 882 967 923 678 922 890 885

22/35



XLNet!

o We first review and compare the conventional auto-regressive
language modeling and BERT for language pretraining.

o The objective of auto-regressive language modeling:

T ) T
HlaXIngg Zl‘)gpe 1»‘t|x<t Zl‘)g op (he (Xl't_l) e(xt))
pary =1 > . €xp (hg (x1:4-1) " € (a:’))
(4)
o The objective of BERT is to reconstruct masked tokens X from a
corrupted version X:

T

- exp (Ho (%) e (x+))
max log po (X|X) = me log po (w¢|X) = me log -
G 2 Z - oxp (Ho(X)] e (2'))

(5)

YYang, Zhilin, et al. "Xlnet: Generalized autoregressive pretraining for language
understanding.” Advances in neural information processing systems. 2019.
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XLNet (cont.)

o Instead of using a fixed forward or backward factorization order as
in conventional Auto-Regressive models, XLNet maximizes the
expected log likelihood of a sequence w.r.t. all possible
permutations of the factorization order.

T
méiX Eznvz, |:Z log pe (xzt |Xz<t ):| (6)

t=1
where Zp is the set of all possible permutations of the length-T'
index sequence.

() I N OV )

— T
Attention @|[,@ @@ @)@ @|[,@
(— by |y hz )&z hs”les by ) B
e LKV A\
40 Attention Masks
[x@) ) ;) (@) Masked Two-stream Attention
) () (0] ()

)| as) ‘wo-stream Attention £
(v Masked Two-st: Attenti "

e 0 @ e el e e e

K
: X \/
-
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XLNet Results

o Results on SQuAD

SQuAD2.0 EM F1 \ SQuAD1.1 EM F1
Dev set results (single model)

BERT [10] 78.98 81.77 | BERTY [10] 84.1 90.9
RoBERTa [21] 86.5 89.4 RoBERTa [21] 88.9 94.6
XLNet 87.9 90.6 | XLNet 89.7 95.1
Test set results on leaderboard (single model, as of Dec 14, 2019)

BERT [10] 80.005 83.061 | BERT [10] 85.083 91.835
RoBERTa [21] 86.820 89.795 | BERT" [10] 87.433 93.294
XL Net 87.926 90.689 | XLNet 89.898F 95.080%

o Results on GLUE

Model MNLI QNLI QQP RTE SST-2 MRPC CoLA STS-B WNLI
Single-task single models on dev

BERT [2] 86.6/- 92.3 913 704 93.2 88.0 60.6 90.0

RoBERTa [21] 90.2/90.2 94.7 92.2 86.6 96.4 90.9 68.0 92.4

XLNet 90.8/90.8 949 923 859 97.0 90.8 69.0 2.5

Multi-task ensembles on test (from leaderboard as of Oct 28, 2019)

MTDNN* [20]  87.9/87.4 960 899 83 965 927 684 9L 89.0
RoBERTa" [21]  90.8/90.2 989 902 882 967 923 678 922 89.0
XLNet" 90.9/90.9" 99.0F 904! 885 971" 929 70.2 93.0 92.5
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ERNIE (Tsinghua)?
o ERNIE: Enhanced Language Representation with Informative
Entities
o ERNIE utilizes both large-scale textual corpora and knowledge
graphs to train an enhanced language representation model, which
can take full advantage of lexical, syntactic, and knowledge
information simultaneously.

Tokan Output Entty Oulput

iy Ouput

Token Output |
Aggregator P

Aggregaor

K-Encoder Mx

1

N A T
- 9.9

dan wiote

Enty bnput

T-Encoder Nx

Token Input Bob Dylan wiote Blowin' in the Windin 1962

1Zhang, Zhengyan, et al. "ERNIE: Enhanced language representation with
informative entities.” arXiv preprint arXiv:1905.07129 (2019).
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ERNIE (Baidu)?

o ERNIE: Enhanced Representation through Knowledge Integration

o ERNIE is designed to learn language representation enhanced by
knowledge masking strategies, which includes entity-level masking

and phrase-level masking.

BERT

Transformer

o) TR CINPRPORRY . “— oy ) [ i -

ERNIE
= Em

Transformer

1Sun, Yu, et al. "Ernie: Enhanced representation through knowledge

integration.” arXiv preprint arXiv:1904.09223 (2019).
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ALBERT!?

ALBERT uses two parameter-reduction techniques to lower

Q
memory consumption and increase the training speed of BERT.
o Factorize embedding parameterization: reduce the embedding
parameters from O(V x H) to O(V x E+ E x H) where H > E.
o Cross-layer parameters sharing: a default decision for ALBERT is
to share all parameters across layers.
o Sentence-order prediction replaces NSP
Model Parameters Layers Hidden Embedding Parameter-sharing
base 108M 12 768 768 False
BERT  large 334M 24 1024 1024 False
base ZM 2 768 128 True
large 18M 24 1024 128 True
ALBERT e 50M 24 2048 128 True
xxlarge 235M 12 4096 128 True

'L an, Zhenzhong, et al.

"Albert: A lite bert for self-supervised learning of

language representations.” arXiv preprint arXiv:1909.11942 (2019).
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ALBERT Results

o Results on GLUE

Models MNLI QNLI QQP RTE SST MRPC CoLA STS WNLI Avg

Single-task single models on dev

BERT-large 86.6 923 913 704 932 880 60.6  90.0 - -

XLNet-large 89.8 939 918 838 956 892 636 918 - -

RoBERTa-large 90.2 947 922 866 964 909 680 924 - -

ALBERT (1M) 90.4 952 920 881 968 902 68.7 927 - -

ALBERT (1.5M)  90.8 953 922 892 969 909 714 93.0 - -

on test (from leaderboard as of Sept. 16, 2019)

ALICE 88.2 957  90.7 92.6 692 911 808 870

MT-DNN 87.9 960 899 863 965 927 684 911 8.0 876

XLNet 90.2 986 903 863 968 930 678 916 904 884

RoBERTa 90.8 989 902 8.2 967 923 678 922 890 885

Adv-RoBERTa 91.1 988 903 887 968 931 680 924 890 888

ALBERT 91.3 992 905 892 971 934 69.1 925 9.8 894
o Results on SQuAD and RACE

Models SQuADI.1 dev SQuAD2.0dev SQuAD2.0 test RACE test (Middle/High)

Single model (from leaderboard as of Sept. 23, 2019)

BERT-large 90.9/84.1 81.8/79.0 89.1/86.3 72.0 (76.6/70.1)

XLNet 94.5/89.0 88.8/86.1 89.1/86.3 81.8 (85.5/80.2)

RoBERTa 94.6/88.9 89.4/86.5 89.8/86.8 83.2 (86.5/81.3)

UPM - - 89.9/87.2 -

XLNet + SG-Net Verifier++ - - 90.1/87.2 -

ALBERT (1M) 94.8/89.2 89.9/87.2 - 86.0 (88.2/85.1)

ALBERT (1.5M) 94.8/89.3 90.2/87.4 90.9/88.1 86.5 (89.0/85.5)

Ensembles (from leaderboard as of Sept. 23, 2019)

BERT-large 92.2/86.2 - - -

XLNet + SG-Net Verifier - - 90.7/88.2 -

UPM - - 90.7/88.2

XLNet + DAAF + Verifier - - 90.9/88.6 -

DCMN+ - - - 84.1(88.5/82.3)

ALBERT 95.5/90.1 91.4/88.9 92.2/89.7 89.4 (91.2/88.6)
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ELECTRA!

o This paper proposes a replaced token detection task. This
approach replaces some tokens with plausible alternatives sampled
from a generator network, and then trains a discriminative model
to predict whether each token was replaced by a generator sample
or not.

Lym (2,06) =E <Z —log pa (mi|mmasked)> @)

iem

min LyLm (’.I), 9(}) + ALDisc (:B, QD) (8)
%c:fp xeEX

sample

the —> [MASK] —> F-> the —> —> original
chef —> chef —> chef —f [—> original
Generator Discriminator

cooked —> [MASK] —> (typically a > ate — (ELECTRA) > replaced
the —» the —»| small MLM) the —>| —> original

meal —> meal —> meal —>| > original

1Clark, Kevin, et al. "Electra: Pre-training text encoders as discriminators rather
than generators.” arXiv preprint arXiv:2003.10555 (2020).
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ELECTRA FLOPS

o ELECTRA substantially outperforms MLM-based methods such as
BERT and XLNet given the same model size, data, and
computation.

90 90 ===
XNet__ . 200k steps 300k steps. _ a00igteps ] 0TS0 SR .
_BELECTRA-Lar T 1" e ROBERTa XLNe
" 100k steps __— RoBERTa ' | eRERTa 500k steps
— 100k steps ' | steps
85 LECTRA-Base __— 854m !
- T-Large e h
1
#BERT-Base . !
'
& g0 | ECE frRA-Small 504 !
& GPT . h
w i 1
2 P
|
© 75 ] dBERT-Small 7540 !
| I
| I
®ELMo * |
70 704 !
eGlove =8 Replaced Token Detection Pre-training b I
o—e Masked Language Model Pre-training ' !
0 1 2 3 4 5 6 7 8 0 1 2 3 4
Pre-train FLOPs 1e20 Pre-train FLOPs le21
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ELECTRA Results

o Results on GLUE

Model Train FLOPs CoLA SST MRPC STS QQP MNLI QNLI RTE WNLI Avg.* Score

BERT 1.9¢20 (0.06x) 60.5 949 854 865 893 867 927 70.1 651 798 80.5
RoBERTa 3.2¢21 (1.02x) 67.8 96.7 89.8 919 90.2 90.8 954 882 890 881 881
ALBERT 3.1e22(10x) 69.1 97.1 91.2 920 90.5 913 - 892 91.8 89.0 -
XLNet 3.9¢21 (1.26x) 702 97.1 90.5  92.6 904 909 - 885 925 891 -

ELECTRA 3.1e21 (Ix) 7L7 97.1 90.7 925 90.8 913 958 898 925 895 894

o Results on SQuUAD

SQuAD 1.1dev  SQuAD 2.0dev  SQuAD 2.0 test

Model Train FLOPs  Params EM F1 EM Fl EM F1
BERT-Base 6.4¢19 (0.09x) 110M 80.8 88.5 - - - -
BERT 1.9¢20 (0.27x)  335M 84.1 90.9 79.0 81.8 80.0  83.0
SpanBERT 7.1e20 (1x) 335M 88.8 94.6 85.7 88.7 857 887
XLNet-Base 6.6e19 (0.09x) 117M 81.3 - 78.5 - - -
XLNet 3.9e21 (5.4x)  360M 89.7 95.1 87.9 90.6 87.9  90.7
RoBERTa-100K 6.4¢20 (0.90x) 356M - 94.0 - 87.7 - -
RoBERTa-500K 3.2¢21 (4.5x) 356M 88.9 94.6 86.5 89.4 86.8 89.8
ALBERT 3.1e22 (44x) 235M 89.3 94.8 87.4 90.2 8.1 909
BERT (ours) 7.1e20 (1x) 335M 88.0 93.7 84.7 87.5 - -
ELECTRA-Base 6.4e19 (0.09x) 110M 84.5 90.8 80.5 83.3 - -

ELECTRA-400K 7.1€20 (1x) 335M 88.7 94.2 86.9 89.6 - -
ELECTRA-1.75M 3.1e21 (4.4x)  335M 89.7 94.9 88.0 90.6 887 914
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Thanks.

HP: http://keg.cs.tsinghua.edu.cn/jietang/
Email: jietang@tsinghua.edu.cn
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